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A novel method for moving vehicle tracking 
based on horizontal edge identification and 
local autocorrelation images
Un nuevo método para el seguimiento de un vehículo en 
movimiento mediante identificación de borde horizontal y autocorrelación local 
de imágenes

ABSTRACT
A novel method for moving vehicle tracking was proposed to 

improve the vehicle identification rate on the basis of local au-
tocorrelation (LAC) and horizontal edge (HE) identification. Local 
autocorrelation images were generated as the pre-treatment for 
horizontal edge identification, so that the horizontal edge char-
acteristics could be strengthened while the influence of weather 
conditions could be reduced. Robust background model could be 
obtained based on exponential forgetting method (EFM), the mov-

ing vehicle regions were detected by background subtraction. Sta-
ble horizontal edge of vehicle was detected for vehicle tracking, 
the length of horizontal edge was normalized in image sequence 
to improve vehicle detection rate. The distance of the barycen-
tric coordinate of the horizontal edges was used to track vehicles 
in traffic videos. Barycentric coordinate was modified using cor-
rection coefficient to ensure the effect of tracking. The vehicle 
regions were marked using bounding box during vehicle track-
ing. Traffic videos of various complex conditions (foggy weather, 
strong sunlight, morning, and evening) were used as test images 
to verify the effectiveness of the proposed method. Experimental 
results show that a higher identification rate of moving vehicles 
is obtained via the proposed method. The proposed novel method 
can be used to improve the performance of the intelligent trans-
portation systems.

Keywords: Vehicle tracking, Local autocorrelation, Horizontal 
edges, Exponential forgetting method. 

INTRODUCTION 
Traffic monitoring and intelligent transportation systems (ITS) 

have become more important considering the increasing amount 
of road traffic [1]. Vehicle detection is an important and basic 
technology in ITS because vehicle tracking allows the enforcement 
of traffic police with precise information on traffic [2]. Intelligent 
traffic video analysis is an important part in machine vision and 
pattern recognition research [3]. Applications including traffic 
statistics and vehicle identification should be used in traffic sys-
tems as quickly as possible. However, several restricting factors 
exist in their practical application, such as illumination changes, 
shooting angles, and overlapping vehicles [4]. The existing vision-
based systems cannot provide highly accurate information, sta-
tistics, and analysis of traffic flow; these systems are limited to 
the statistical number of vehicles in good environmental condi-
tions [5] or the pattern recognition of specific sub-problems [6, 7], 
congestion detection, and predictable road transport [8], thereby 
lacking generality.

Recent research in traffic image analysis has focused on motion 
vehicle detection and segmentation approaches, as well as vehicle 
tracking approaches. The study of ITS is a valuable research area 
to solve the dynamic traffic assignment model. Several researchers 

nnnn
Hongjin Zhu1, Honghui Fan1, Feiyue Ye1,2, Shisong Zhu3 and Pengzhen Gan4

1 �School of Computer Engineer, Jiangsu University of Technology, Zhongwu Road 1801#, Changzhou, 213001, Jiangsu, China
2 �Key Laboratory of Cloud Computing and Intelligent Information Processing of Changzhou City, Zhongwu Road 1801#, Changzhou, 213001, Jiangsu, 

China
3 School of Computer Science and Technology, Henan Polytechnic University, Shiji Road 2001#, Jiaozuo, 454000, Henan, China
4 Department of Technology Development, Management System Integrator, Matsue Road 1-5-7#, Yamagata, 990-2473, Yamagata, Japan.

RESUMEN
• �Se propone un novedoso método para el seguimiento de 

vehículos en movimiento basado en la identificación por 
autocorrelación local (LAC) y en el perfil horizontal (HE) 
con objeto de mejorar su identificación. Las imágenes de 
autocorrelación local se generaron como pre-tratamiento 
para la identificación de perfil horizontal, de forma que 
las características de dicho perfil horizontal pudieran ser 
reforzadas en caso de verse reducidas por la influencia de las 
condiciones climáticas. Un modelo de antecedentes robusto 
basado en el método de olvido exponencial (EFM) puede ser 
obtenido, detectando las zonas del vehículo en movimiento a 
través de la eliminación de antecedentes. Se detectó el perfil 
horizontal estable del vehiculo a través del seguimiento del 
mismo, la cual fue normalizada posteriormente en la secuencia 
de imágenes para mejorar la tasa de detección. Se utilizó 
la distancia de la coordenada del baricentro de los perfiles 
horizontales para seguir los vehículos en las secuencias de 
vídeos de tráfico. Las coordenadas del baricentro se modificaron 
utilizando un coeficiente de corrección para asegurar el efecto 
de la etapa de seguimiento. Las zonas donde se localizan el 
vehículo se marcaron utilizando cajas rectangulares en los 
fotogramas durante la etapa de seguimiento del vehículo. 
Se emplearon vídeos de tráfico en diferentes condiciones 
complejas (tiempo neblinoso, fuerte luz solar, mañana y tarde) 
así como imágenes de prueba para verificar la eficacia del 
método propuesto. Los resultados experimentales muestran que 
una mayor tasa de identificación de vehículos en movimiento 
es obtenido a través del método propuesto.  El novedoso 
método propuesto puede usarse para mejorar los resultados de 
los sistemas inteligentes de transporte.

• �Palabras clave: Seguimiento de vehículos, Autocorrelación 
local, Perfiles horizontales, Método de olvido exponencial.
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have proposed real-time vehicle identification and tracking meth-
ods [9-12]. These methods have higher level recognition capa-
bilities with low-level functionality. The background subtraction 
method is suitable for detecting foreground objects in a traffic 
video sequence, where the background is obtained in advance and 
does not change with the passage of time [13]. These identifica-
tion methods mostly depend on a Gaussian mixture model or a 
background subtraction method [14, 15]. Applicable methods of 
complex situations are needed to deal with changing backgrounds 
or light conditions [16]. The effects of overlapped vehicles and 
vehicle shadow in traffic videos are difficult to eliminate for ve-
hicle identification [17, 18]. The vehicle area is extracted using 
background subtraction [19, 20].

We assume that normal driving vehicles in the traffic lane 
under various weather conditions are the research objects. The 
vehicles (for example, cars, buses, trucks) that have obvious hori-
zontal edge feature as tracking objects. In addition, tracking area 
is limited by traffic lane, the area between the two white traffic 
lanes is tracking area. The changes of illumination and the impact 
of the weather are the main factors of restricting the intelligent 
transportation system applications. The purpose of this paper is to 
improve the accuracy of vehicle detection and tracking in variety 
of weather conditions. Local autocorrelation images are gener-
ated as the pre-treatment to reduce the influence of weather con-
ditions. Stable horizontal edge of vehicle is detected to achieve 
vehicle tracking. The proposed novel method achieves high ac-
curacy of the on road driving vehicles detection and tracking , 
also provides theoretical basis for the construction of intelligent 
transportation system.

Vehicle tracking is one of the most basal and important tech-
nology of vehicle speed detection and forewarning of traffic acci-
dent. For the purposes of improving vehicle detection and tracking 
accurate, normal driving vehicles in the traffic lane are considered 
tracking object. An improved method for moving vehicle identifi-
cation and tracking was proposed in this paper, which is based on 
the horizontal edge (HE) and local autocorrelation (LAC) images. 
Stable HEs are detected for tracking vehicles in the image se-
quence [21]. In order to improve vehicle tracking rate, EFM is used 
to get robust background, position of HE is corrected by using cor-
rection coefficient based on reference [21]. The shape of a vehicle 
is basically symmetrical, and the original images are converted to 
LAC images. The edge features of the vehicle can be strengthened; 
thus, the precision of vehicle identification can be improved based 
on the HE trajectories of the vehicle area. The overlapping vehicles 
in an image sequence can be separately tracked using HEs in our 
system.

2. VEHICLE IDENTIFICATION ALGORITHM
Stable HE is an important feature of vehicles [22-24]. Thus, 

we proposed a moving vehicle tracking algorithm based on HE. 
Candidate HEs are initially detected based on algorithm A (en-
closed by a solid line, the identification of HE and LAC images is 
based on the Sobel filter) [25, 26] or algorithm B (enclosed by a 
dotted line, smoothing processing is followed by applying a So-
bel filter and finding the local maxima). Stable HE detection is 
an important part in the algorithm of vehicle tracking. The LAC 
images and edge detection are utilized to strengthen the edge 
character in algorithm A before smoothing processing. The So-
bel filter and local maxima value are used to detect the HE from 
a part of the image that shows the edge characteristics. Thus, 
complementary algorithms A and B are proposed in our system. 

Second, the moving object regions can be detected and extracted 
using the background subtraction method from the input traffic 
video. The core step of background subtraction is the construction 
of an adaptively updating background model. The performance of 
background subtraction algorithms depends on how to construct 
the background model. Third, the y-axis projection counts the fre-
quency of a pixel as a HE on each of the y-coordinates to detect 
stable HEs from the candidate HEs based on the y-axis projection 
and histogram processing. Finally, HEs could be identified in suc-
cessive frames by tracking and correcting the position of these 
HEs. Vehicles could be tracked based on stable HEs. The details and 
process of the algorithm are shown in Fig.1. 

2.1. LAC IMAGES
LAC is a local approximation of autocorrelation for improving 

vehicle features. In digital image processing, the LAC function is 
used to evaluate image complexity. The calculation of LAC is per-
formed pixel-by-pixel; the operations focus on pixel blocks. The 
2D values of LAC are computed as follows:

         
(1)

Vehicle images have significant HE features. Thus, the LAC co-
efficients are calculated in the vertical direction. 1D LAC is de-
fined by Equation 2, where the calculation is from +N/2 to −N/2 
for each N value. The vehicle has more horizontal features than 
vertical features in the traffic images, and the HE feature can be 
strengthened after using LAC computed in the y direction.

                           
(2)

In this equation, j(x,y,t
y 
) is the object pixel value of LAC, N 

is the size of the template parameters, and t
y
 is a template of the 

displacement parameters. Given that 1/ (N + t
y 
) and 1/N intro-

duced the formula of the denominator and molecule, respectively, 

Fig. 1: Process of the proposed algorithm 
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the value of j(x,y,t
y 
) was close to 1 even under the small the 

template size N. In addition, the values of the template size N 
and t

y
 displacement value were larger; thus, the smooth effect is 

more evident. We assume that for the six adjacent pixels, A, B, C, 
D, E, and F, the value of LAC for N = 3 and t

y 
= 3 is calculated by 

Equation 2. In Fig.2, the features in the horizontal direction can 
be strengthened when the LAC coefficient is used in the vertical 
direction; this functions as an overview of the calculation with 
Equation 3. In the present model, B is a pixel of interest, whereas 
A, C, D, E, and F are adjacent pixels. A molecule is the average of 
the sum of the product of every third pair. Furthermore, the de-
nominator is a root-mean-square of six pixels.

                            
(3)

 

An example of the original image calculation of LAC values 
is shown in Fig.2. The LAC image is shown in Fig.3(a). The rela-
tionship between the LAC value and LAC intensity is as follows. 
The more similar are the adjacent pixels, the stronger is the cor-
relation, with a corresponding greater LAC coefficient. When the 
value of the coefficient is closer to 1, this value corresponds to 
LAC with a higher luminance, such as the road surface; thus, the 
region of gray level change is small. Instead, when the difference 
between adjacent pixels is larger, the correlation is weaker, which 
corresponds to a smaller LAC coefficient. When the value of the 
coefficient is closer to 0, this value corresponds to the LAC bright-
ness of a dark part of the image, such as the edge of the vehicles; 
thus, the region of gray level change is large.

The processing result of the Sobel filter is shown in Fig.3(b). 
The Sobel filter detected several horizontal edges. LAC is applied to 
enhance HE, and Fig.3(c) shows the resulting image. HE detection 

based on the Sobel filter and the combined LAC and Sobel filter 
are compared in Fig.3(b) and Fig.3(c). In the comparative analysis 
of gray value characteristics, the horizontal edges are clearer in 
Fig.3(c) than in Fig.3(b). Thus, preliminary evidence of the effec-
tiveness of LAC is obtained.

2.2. MOVING VEHICLE REGION DETECTION
Moving vehicle regions are detected using background sub-

traction. The exponential forgetting method (EFM) is used to mod-
el traffic video image background. The improved EFM is defined by 
Equation 4.

  
      
(4)

where B (x, y) is the background image, In(x, y) is the current 
frame image, and M(x, y) is the moving region. M(x, y) is detected 
by frame subtraction as described by Equation 5.

                            
(5)

where α is the weight coefficient, which is calculated by Equa-
tion 6. The value of α is from 0 to 1.

                                                                   
(6)

Noise is removed using smoothing, which is calculated accord-
ing to Equation 7.

                                  
(7)

Fig. 4(a) shows an example of the original image in fog weath-
er. The moving vehicle regions are detected using background sub-
traction, and the detected resulting image is shown in Fig.4(b). 
Therefore, moving vehicles could be accurately detected in the 
foggy traffic image.

2.3. STABLE HORIZONTAL EDGE DETECTION 
Our previous research discussed an algorithm of HE detection 

in detail. Algorithm B will be discussed thoroughly in this paper 

Fig. 2: Calculation of LAC values (original image).

Fig. 3: Image processing based on LAC and Sobel. (a) LAC image. (b). Sobel filter. (c). LAC and Sobel filter

3.Image
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to detect more stable HEs in harsh environments. The edge char-
acteristics are shown in Fig.5. The dotted line in the upper region 
shows the pixel values of edge, whereas the solid line is the edge 
characteristic value after the differential is obtained. Edge identi-
fication could be accomplished by finding the local maxima of the 
edge characteristic values.

The resulting image of the Sobel filter is shown in Fig.6(a). 
Based on the maximum value of the entire image, such as when 
the shadow is included in the vehicle region, erroneous detection 
is increased. Therefore, threshold processing is used to reduce the 
false positives. The local maxima of vehicle regions are found by 
overlapping Fig.4(b) with Fig.6(b). The local maxima of the vehicle 
regions are shown in Fig.6(c). Candidate horizontal edges in the 
original image and the vehicle regions are shown in Fig.6(d) and 
Fig.6(e), respectively.

A moving average filter is calculated as described in Equation 8 
to ease the identification of local maxima, thereby smoothing the 
edge characteristic values before local maximum identification.

                           
(8)

The local maxima are found using Equation 9. 
                                 
(9)

When the vehicle is left at the observation point, the propor-
tion of horizontal edges becomes smaller. The length of HE is nor-
malized with the barycentric coordinate in the y-direction. The 
barycentric coordinate is calculated using Equation 10, where i is 
the label number, (GXi , GYi ) is the barycentric coordinate of HE, 
and p is the number of pixels.

Vehicle regions with multiple horizontal edges are detected as 
candidates in Fig.6(c). One vehicle should correspond to only one 

Fig. 4: Background subtraction. (a) Original foggy image. (b) Resulting vehicle 
regions in foggy weather

Fig. 5: Edge characteristics

Fig. 6: Resulting images from processing with algorithm B. (a) Smoothing processing and Soble filter. (b) Local maxima detection. (c) Local maxima of vehicle 
regions. (d) Candidates for HEs.(e) Candidates for HEs of vehicle regions

Fig. 7: Stable HE detection
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HE in the latter part of vehicle tracking. Therefore, only one stable 
HE should be selected from multiple candidates.

         

           
(10)

The HE length is normalized by Equation 11, where Li is the 
normalized length of HE, li is the HE length before normalization, 
and RGYi is the ratio of barycentric coordinates in the y-direction.

(11)

The barycentric coordinates of HE are initially calculated, and 
endpoint pixels of HE are detected. The left and right endpoints 
comprise the raster scan region during the subsequent processing. 
The existence of other barycentric coordinates is investigated. If 
other barycentric coordinates exist, the HE corresponding to the 
barycentric coordinate will be eliminated. Fig.7 shows the process 
of stable HE identification.

The effectiveness of the proposed experimental method under 
complicated environments (foggy weather, presence of a vehicle 
shadow, daytime, and evening) is confirmed using the traffic vid-

eos as test images. Candidates for horizontal edge identification 
and stable HE detection of images during the daytime are shown 
in Fig.8.

 Fig. 9 and Fig.10 show the images of the candidate HEs and 
stable HE identification results in foggy weather and the evening, 
respectively.

The results of stable HE detection under different conditions 
are shown in Figs. 8, 9, and 10. Stable HEs are marked in two col-
ors: blue and red. The blue and red HEs are detected by algorithms 
B and A, respectively.

The experimental results showed that the proposed method is 
effective in various conditions, whereas algorithm B can compen-
sate for the lack of an algorithm. A robust HE identification meth-
od is obtained by combining algorithms B and A. Table 1 shows the 
results of tracking labeled HE in a moving image.

Table 1. HE tracking of the moving images.

Tracking
label

Ground 
truth 

(number)

Tracking 
result 

(number)

False 
positive 

(number)

False 
negative 
(number)

Rate (%)

1 90 90 0 0 100

2 103 103 0 0 100

3 108 105 0 3 94.6

4 125 125 0 0 100

5 120 120 0 0 100

6 126 125 1 0 98.4

7 125 125 0 0 100

8 121 121 0 0 100

9 119 114 0 5 91.9

10 42 42 0 0 100

Ave / / / / 98.5

3. VEHICLE IDENTIFICATION AND TRACKING BASED ON 
STABLE HORIZONTAL EDGE

3.1. VEHICLE IDENTIFICATION
In this experimental system, the calculation of each HE bary-

centric coordinate is based on the y-coordinates. HE tracking 
should be used in consecutive corresponding relationships be-
tween consecutive windows to apply the center of gravity of HE. 

Moving vehicles are tracked by using the HE barycentric co-
ordinates in the vehicle identification system. I(i) is computed by 
Equation 12; this value is the minimum distance between bary-
centric coordinates in the y-coordinate axis. In this equation,  Li(j) 
is the distance between two frames, i(t − 1) and j(t) are the num-
bers of frames.

                        
(12)

A vehicle will be detected as a new vehicle when it goes 
through the tracking window, and the HE of the new vehicle can 
be tracked for at least five consecutive frames. Vehicles move in 
the adjacent area, such that the tracking window is near the new 
target being detected. If HE is detected in 5 consecutive frames, 
the tracking label is labeled to an initial vehicle. Fig.11 is an over-
view of the process of new object identification.

We initially detected the HE that is closest to the barycentric 
coordinate of the tracking window. HE identification is based on 

Fig. 8: HE identification during the daytime. (a) Candidates for HEs detection. (b) 
Stable HEs detection

Fig. 9: HE identification in foggy weather. (a) Candidates HEs in fog. (b) Stable 
HEs in fog.

Fig. 10:  HE identification in the evening. (a) Candidates HEs in the evening. (b) 
Stable HEs in the evening
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the distance between the barycentric coordinate of the tracking 
window and barycentric coordinate of the marked HE. A provi-
sional label is attached to the HE that has been detected. In the 
next frame, if the HE can be tracked for at least five following 
consecutive frames, the said HE will be detected as a new vehicle 
HE and the corresponding tracking labels are attached.

3.2. VEHICLE TRACKING
The correspondence of successive HE tracking is indispensible 

between two contiguous frames. The y-coordinates of horizon-
tal edges are used to compute the barycentric coordinates of HE. 
The distance of the barycentric coordinates of horizontal edges is 
computed using Equation 13.

                    
(13)

GXTi and GYTi are barycentric coordinates of the tracked HE. The 
minimum of dTi (i) is computed by Equation 14. 

                                              
(14)

Where Ti is the label number of the tracked HE. A schematic of 
HE tracking is shown in Fig.12.

In addition, the tracked HE exits the tracking range. In the 
current frame, when the tracked HE exceeds the y-coordinate of 
the end position, tracking is exited. Afterward, the frame over the 
succeeding frame is assumed to unable to keep tracked HE.

The frame rate ranges distinctly from 20  fps to 30  fps. The 
displacement of a moving vehicle within a frame is small; thereby, 
the distance between HEs is also small. However, the position of 
coordinate swings between frames; thus, correction is needed 
to ensure that the position of each barycentric coordinate cor-
responds to the actual movement of the vehicle. Fig.13 shows the 
method for correcting the HE position. The correction coefficient 

is calculated from the traveled distance of each barycentric coor-
dinate.

A comparison of the barycentric coordinates before and af-
ter correction is shown in Fig.14. The horizontal axis and vertical 
axis of Fig.14 are pixel location of barycentric coordinates in x 
direction and y direction respectively. Fig.14 shows the offset of 
barycentric coordinates. The corrected barycentric coordinates are 
more stable and precise than those before correction.

The bounding box is used to mark the vehicle region during 
vehicle tracking. The length of the top side of the bounding box is 
calculated based on Equation 15, where SPLTi is the length of HE 
in the starting point, and BL(Ti, m) is the length of the top side of the 
bounding box.

                        
(15)

From the position of the barycentric coordinate to the left and 
right sides, a line segment is drawn, and the length of this line 
is BL(Ti, m). A generated example of the bounding box is shown in 
Fig.15. The red point is the barycentric coordinate of the HE. The 
BL(Ti, m) value is the length of the straight line that is drawn from 

Fig. 11:  Overview of new vehicle identification

Fig. 12:  Overview of HE tracking

Fig. 13:  Overview of correcting the HE position

Fig. 14: Comparison of barycentric coordinates before and after correction

Fig. 15: Generation of the bounding box
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the left and right endpoints of the HE to the direction of the ve-
hicle region. Finally, the square bounding box region is generated.

The Sobel filter method and the proposed HE method were 
used to track vehicles at different times of the day (morning, day-
time, and nightfall) to verify the validity of the proposed method. 
The frames processed by the Sobel filter were labeled “1”, whereas 
those formed after processing with the proposed method were la-
beled “2”. A comparison of tracking results is shown in Table 2. The 
proposed method was more stable for more values than the Sobel 
filter method. For instance, the luminance values of the region of 
interest were smaller with HE, such that a strong horizontal edge 
could be detected.

4. EXPERIMENTAL RESULTS
In order to obtain comparable results, the same traffic videos 

database as [21] are used. For the experimental vehicle tracking, 

traffic videos under various conditions, 
such as morning, daytime, evening, and 
foggy weather, are used as test imag-
es. The experimental results of vehicle 
tracking in the morning and daytime 
are shown in Fig.16(a) and Fig.16(b), 
respectively. Fig.16(c) and Fig.16(d) 
show results of tracking images in the 
evening and fog weather. Results show 
that each vehicle can be detected even 
with the existence of a vehicle shadow. 
Under normal lighting, the floor of the 
vehicle and the background are appar-
ently different; thus, the moving ve-
hicles can be successfully detected and 
tracked based on the HE method. In the 
evening and fog weather, the lighting 
conditions are poor, such as in Fig.16(c) 
and Fig.16(d), respectively. Thus, the 
vehicle is similar to the background, 
but the HE method can still identify 
and track moving vehicles.

Table 3 shows the vehicle track-
ing results in the four studied condi-
tions. The average identification rate 
was 91.1%. Although the identifica-

tion rates did not reach 90% in daytime and foggy weather, a 
higher identification rate was achieved based on the HE method. 
Fig.17 shows Comparison of vehicle tracking results under vari-
ous weather conditions. The horizontal axis and vertical axis of 
Fig.17 are identification rates and weather conditions respectively. 
According to experimental results, the shadow of the vehicle af-
fected the identification rates, especially during the daytime. We 
intend to focus on vehicle shadow identification in our future 
work. Although not all vehicles could be identified and tracked, a 

Fig. 16: Tracking results. (a) Tracking results in the morning. (b) Tracking results during daytime. (c) Tracking 
results in the evening.(d) Tracking results in fog

Fig. 17: Comparison of  vehicle tracking results under various  weather 
conditions

Table 3: Vehicle tracking results.
Weather 

conditions
Vehicle  

(number)
Identification 

result (number)
Identification 

rate (%)
Morning 15 14 93.3

Daytime 16 14 87.5

Evening 18 17 94.4

Foggy 
weather 

19 17 89.4

Total/Ave 68 62 91.1
Table 2: Comparison of tracking results

Time
conditions

Frame 
(number)

Tracking 
method

Tracked 
result 

(number)

Lost 
result 

(number)

Tracking 
rate (%)

Morning 561
1 561 0

2 549 14 97.8

Daytime 1 842
1 834 8 99.0

2 833 9 98.9

Daytime 2 896
1 882 14 98.4

2 876 20 97.7

Daytime 3 376
1 375 1 99.7

2 365 9 97.1

Daytime 4 1125
1 1111 14 98.8

2 1096 29 97.4

Nightfall 676
1 674 2 99.7

2 669 7 98.9
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high recognition rate could be achieved with LAC and HE identifi-
cation in complex conditions.

5. CONCLUSION
This paper proposed a novel method for moving vehicle de-

tection and tracking based on HE identification and LAC images. 
The horizontal features were strengthened, and the influence of 
weather condition was reduced by the use of LAC images. The 
effectiveness of our tracking algorithm, which used HEs of each 
vehicle, was demonstrated in the experiment. Results show that 
vehicle measurement based on traffic video processing is consid-
erably feasible in traffic control applications. The proposed meth-
od should be verified for more traffic images in other conditions 
in our future work. The identification rate should also be improved 
by removing the vehicle shadow. After addressing this issue, our 
algorithm will determine other applications, such as the monitor-
ing of vehicle speed, the distance between two vehicles, and the 
direction of individual running vehicles. 
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